Missing Step Count Data? Step Away From the Expectation–Maximization Algorithm
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In studies that compare physical activity between groups of individuals, it is common for physical activity to be quantified by step count, which is measured by accelerometers or other wearable devices. Missing step count data often arise in these settings and can lead to bias or imprecision in the estimated effect if handled inappropriately. Replacing each missing value in accelerometer data with a single value using the Expectation–Maximization (EM) algorithm has been advocated in the literature, but it can lead to underestimation of variances and could seriously compromise study conclusions. We compare the performance in terms of bias and variance of two missing data methods, the EM algorithm and Multiple Imputation (MI), through a simulation study where data are generated from a parametric model to reflect characteristics of a trial on physical activity. We also conduct a reanalysis of the 2019 MOVE-IT trial. The EM algorithm leads to an underestimate of the variance of effects of interest, in both the simulation study and the reanalysis of the MOVE-IT trial. MI should be the preferred approach to handling missing data in accelerometer, which provides valid point and variance estimates.
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Wearable devices, such as pedometers and accelerometers, are becoming a popular tool in clinical and epidemiological studies for measuring participants’ physical activity (Bravata et al., 2007). For example, accelerometers have evaluated the impact of interventions aiming to increase exercise in a number of clinical trials (Harris et al., 2015, 2017, 2018; Ismail et al., 2019; Murray et al., 2006). These devices measure acceleration in three dimensions in very fine intervals of time, called epochs, which are then aggregated to obtain step counts on an hourly, daily, or weekly level. Compared to self-report approaches, measurements from these devices do not suffer from recall and desirability bias and there is reduced participant burden (Ae Lee & Gill, 2018). However, missing step count data is a common issue in this setting. Participants may not wear the device as per protocol, and there may be entire days or parts of days where no step counts are recorded. There may also be technical issues such as the battery running out, or water damage to the device, and leading to loss of information. If the analysis does not account for the missing data in an appropriate way, the resulting estimates may be biased or imprecise.

Accelerometer data raise a number of broader missing data issues (Tackney et al., 2021), but we focus here on comparing the Expectation–Maximization (EM) algorithm and Multiple Imputation (MI) as methods for handling missing data. Analysis of data with missing values requires assumptions about the way in which data become missing—the missingness mechanism. These mechanisms were categorized into three broad classes by Rubin (1976), which we describe in the accelerometer context:

• The missing completely at random (MCAR) assumption states that the probability that a step count is missing does not depend on the observed or unobserved data; for example, if a number of accelerometers become faulty by chance and stop recording data, the missingness mechanism is MCAR.

• The missing at random (MAR) assumption states that the probability that a step count is missing depends on the observed data, but not on the unobserved data; for example, if younger people are more likely to forget to wear the accelerometer, but their activity levels on days where they forget the device is similar to the activity levels of younger people on days where they wear the device, the missingness mechanism for step counts is MAR given age group.

• The missing not at random assumption state that the probability that a step count is missing depends on the unobserved data; this would occur, for example, if people decide not to wear the accelerometer on days where they are less active.

Here, we consider settings where daily step counts are collected, some of which are missing. The primary analysis model has step count as the outcome, and aims to compare step counts between groups. Typically, baseline step counts are accounted for in the model. We assume that the missing data mechanism is MAR. We note that in practice it is not possible to verify that the MAR assumption is met using the observed data; however, it is a natural assumption to conduct the primary analysis under. Sensitivity analysis is recommended to assess robustness of the analysis to violations of the MAR assumption; this is beyond the scope of this article. Our focus is on the statistical properties of the EM
algorithm and MI for handling the missing data, in particular, bias and precision of the estimates.

There are various ways of dealing with missing data. First, maximum likelihood methods can handle missing outcome data for linear regression or mixed models (Snijders & Bosker, 2011), which give unbiased effect estimates and valid estimates of variances under the MAR assumption. However, maximum likelihood cannot readily handle missing values in both the outcome and covariates (Carpenter & Smuk, 2021), which is likely to occur in the accelerometer setting as baseline step counts are often incorporated as a covariate in the primary analysis model. This would lead to exclusion of participants with missing covariates, which leads to loss of information and potentially a reduction in statistical power. Thus, in the accelerometer setting, there are two common approaches to handling missing data: single imputation using the EM algorithm, and MI (Ae Lee & Gill, 2018; Borghese et al., 2019; Xu et al., 2018). The literature on the design and analysis of clinical trials caution against the use of single imputation, as it can lead to underestimation of standard errors (SEs) (Dziura et al., 2013; Jakobsen et al., 2017). This has also been demonstrated in simulation studies using observational data (Avtar et al., 2019). In accelerometer studies, however, there has been some misunderstanding in the recommended approach to handling missing data. Using a simulation study, Catellier et al. (2005) compared the EM algorithm and MI in handling intermittent missing data such as missing intervals within days, or missing days within a week. They found that the estimates of mean step counts are similar in terms of bias and precision. Though they acknowledge that the EM algorithm can lead to underestimation of the variance estimates in general, the results from their simulation showing similar performances between the EM algorithm and MI have been used to justify the EM approach to imputation in other accelerometer studies. In this study, we aim to illustrate the EM and MI approaches to handling missing data in the accelerometer setting and demonstrate their statistical properties. We carefully elucidate their performances in terms of the bias, variance, and confidence intervals (CIs) of the treatment effect in a simulation study of a simple trial set up. We then conduct a reanalysis of the 2019 MOVE-IT trial to compare the two approaches to imputation in a more complex setting, and discuss the implications.

**EM Algorithm and MI**

The EM algorithm is an approach to finding maximum likelihood estimates in the presence of missing data under the MAR assumption (Schafer, 1997). In the context of accelerometer outcomes, the algorithm can provide point predictions for average daily step counts, conditional on participant characteristics such as sex, age, and treatment arm. The missing daily step counts can then be imputed (replaced) by these point predictions from the EM algorithm. This results in a “complete” data set which can then be used for the primary analysis. In this analysis, all values in the “complete” data set are treated equally, regardless of whether the step count was actually observed or imputed using the EM algorithm. This may not be appropriate, because the prediction of the missing values is more uncertain than the observed values—but this information is not used by the primary analysis model, which gives predictions for missing values the same status as observed values.

Multiple imputation is an alternative approach to handling missing data under the MAR assumption, which considers the uncertainty due to the missing values. Given an imputation model, which in the accelerometer setting can be a joint model for average daily step counts, conditional on characteristics such as sex, age, and treatment arm, MI creates M imputed data sets by replacing each missing value by M different plausible values generated from the imputation model. In each of the M imputed data sets, the imputed value is different, reflecting the uncertainty around the missing value. The imputed data sets are analyzed separately and the results of the M analyses are combined in a pooling step. The point estimates from the M data sets are averaged to get the pooled effect estimate, and the pooled estimate of the SEs incorporate the variability within and between the M imputations (Rubin, 1976). Thus, MI gives missing observed values a different status to observed values, and the uncertainty around the missing values is taken into account.

The two approaches are illustrated in Figure 1. Technical details of each procedure are provided in the Appendix.

**Software**

Both the EM algorithm and MI can be implemented in a wide range of statistical software by readily available packages and options.

- **SPSS:** Both single imputation using the EM algorithm and MI can be conducted (IBM Corp., 2020a, 2020b).
- **R:** The package norm carries out the EM algorithm (Novo & Schafer, 2013). The package JOMO implements MI (Quartagno & Carpenter, 2020), and can be run with the interface mitml

![Figure 1](https://example.com/image)

**Figure 1** — An illustration of (a) single imputation using the EM algorithm, where missing values are imputed once and the resulting data set is analyzed, and (b) MI, where missing values are imputed M times to create M imputed data sets, which are each analyzed separately, and the results are pooled. MI = multiple imputation; EM = expectation–maximization. This figure is adapted from “Missing Data and Bias in Physics Education Research: A Case for Using Multiple Imputation,” by J. Nissen, R. Donatello, & B. Van Dusen, 2019, Physical Review Physics Education Research, 15(2), p. 20106. Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license.
We denote by \( \epsilon \), \( \nu \), count for the observation per person, which is centered around a mean of 7,000 an indicator variable for whether patient at baseline. Assuming that there is just one

\[ y_{i,0} = 7,000 + \epsilon_i, \]

where \( \epsilon_i \) is normally distributed with mean 0 and standard deviation 1,700. We note that, while daily step counts are large enough to be treated as continuous data, they are typically right-skewed, so a log-transformation may be necessary for linear regression. We assume for simplicity in this simulation that step counts are normally distributed. We assume that patients are randomized to one of two arms (treatment and control). The variable \( \text{arm}_i \) is an indicator variable for whether patient \( i \) received the treatment. We denote by \( y_{i,1} \) the step count for patient \( i \) postintervention, one year after baseline. The step counts at Year 1 are drawn from a normal distribution, conditional on arm and step count at baseline:

\[ y_{i,1} = 1,000 + 300\text{arm}_i + 0.7y_{i,0} + \nu_i, \]

where \( \nu_i \) is normally distributed with mean 0 and standard deviation 2,000, and \( \epsilon_i \) and \( \nu_i \) have a correlation of 0.6. The true treatment effect is 300, which is an effect that could realistically be observed in a trial for physical activity. We wish to test the null hypothesis that there is no effect of treatment, against the alternative hypothesis that there is an effect of treatment, with a Type I error of 5%. We generate \( n = 500 \) patients in each simulation. In this simple setting, we assume that there are no missing step counts at baseline, but there are missing step counts at Year 1. We explore scenarios with the proportion of missing data at Year 1 ranging from 0.1 to 0.9. Missing values are imputed using the EM algorithm and MI. The EM algorithm is implemented using the\(^{(Grund et al., 2019),\text{ which provides tools for visualizing and analyzing multiple imputed data sets. A tutorial for JOMO and mitml is provided by Quartagno et al. (2019). MI can also be implemented in R using mice (van Buuren & Groothuis-Oudshoorn, 2011), which has an associated online vignette by Vink and van Buuren (n.d.))\}}

• Stata: The command mi impute mvn can be used to conduct both single imputation with the EM algorithm as well as MI. Furthermore, MI can be performed using the command mi impute chained (StataCorp, 2021).


Simulation

We compare the performance of the EM algorithm and MI for handling missing data by simulating a simple randomized trial setting. We focus on the bias, variance, and CIs of the estimates of the treatment effect obtained under the two methods. In this simulation, we assume that participants provide an accelerometer step count at baseline. They are then randomized to either the treatment or control arm, and then provide a step count after 1 year. The step counts at baseline are fully observed, but there are step counts at Year 1 which are MCAR. While this setup is simplistic, it will provide insight into the statistical properties of the two methods in more general MAR mechanisms.

We generate step count data for this simulation through a parametric model, with parameter settings chosen to reflect characteristics of a trial on physical activity. We denote by \( y_{i,0} \) the step count for the \( i \)th patient at baseline. Assuming that there is just one observation per person, which is centered around a mean of 7,000 steps, we generate \( y_{i,0} \) as:

\[ y_{i,0} = 7,000 + \epsilon_i, \]

In Figure 2, we see in the top panel that the estimates of the treatment effect across the 2,000 simulations has expected value of 300 if the treatment effect estimate is unbiased. Furthermore, we expect the theoretical variance of the treatment effect to be similar to the empirical variance (sample variance of the treatment effect across simulations). If the theoretical variance is underestimated by an approach, the corresponding CIs will be too narrow; conversely, if the theoretical variance is overestimated, the CIs will be too wide. Thus, we assess the performance of each approach by considering the following measures across the 2,000 replications:

(a) Mean of the estimated treatment effect, which has an expected value of 300.

(b) Means of the theoretical variance and the empirical variance, which we expect to have similar values.

(c) Coverage, the proportion of 95% CIs which contain the true treatment effect (300), which we expect to have 0.95. The proportion of CIs that are smaller than the true effect, and the proportion of CIs that are larger than the true effect, should be 0.025.

In Figure 3, we see in the top panel that the estimates of the treatment effect are centered around the true value of 300 for both the MI and EM approaches; this is expected as the missing data mechanism is MCAR. We also observe that the variability of the estimates of the means increases as the proportion of missing data increases; more missing data lead to more uncertainty in the estimated treatment effect. In the middle panel, we observe that the means of the theoretical variances are very different for the two methods; while the means of the variances for MI increase as the proportion of missing data increases; more missing data lead to more uncertainty in the estimated treatment effect. In the middle panel, we observe that the means of the theoretical variances are very different for the two methods; while the means of the variances for MI increase as the proportion of missing data increases, the means of the variances for the EM algorithm remain constant. When we compare this to the plot of the means of the empirical variances in the bottom panel, we observe that, for MI, the theoretical variances are a reasonable estimate of the empirical variances, but for the EM algorithm, the theoretical variances are underestimating the empirical variances. The underestimate of the variances by the EM algorithm becomes increasingly large as the proportion of missing data increases.

In Figure 3, we see in the top panel that the proportion of CIs that contain the true treatment effect decreases as the proportion of missing data increases for the EM algorithm, while for MI, it appears to remain fairly constant. We also observe that the proportion of CIs that are smaller than the true value of the treatment effect (middle panel) and the proportion that are larger than it (bottom panel) increase as the proportion of missing data increases for the EM algorithm, but stays constant for MI.
Overall, the simulation demonstrates that the EM algorithm underestimates the variance of the treatment effect, where the extent of underestimation increases as the proportion of missing data becomes larger. This leads to CIs that include the true treatment effect less than 95% of the time and provide a false sense of precision around the treatment effect estimate. This implies that Type I error is inflated.

The result is illustrative of the implications in more complicated settings. For example, the same variance underestimation will occur if the missingness mechanism of the Year 1 step counts is MAR. The variance underestimation will also occur if additional variables, such as baseline step count, are MAR. If the missing mechanism is MNAR, both approaches would lead to bias in addition to variance underestimation for the EM algorithm. Furthermore, if one is interested in modeling summaries of step counts, such as weekly averages, where there are intermittent days with missing data, the underestimation of the variance using the EM algorithm is also of concern.

Next, we illustrate the application of the EM algorithm and MI to the analysis of the MOVE-IT trial. Using real data, we explore a more complex setting where there are three treatment groups, and three time periods at which step counts are measured for each individual. We assume a MAR missingness mechanism and the primary analysis has weekly averaged step counts as the outcome.

**Figure 2** — Plots displaying change in the mean of treatment effect (top), the theoretical variance of treatment effect, (middle) and the empirical variance of the treatment effect (bottom). The blue triangles indicate estimates obtained by MI and the red circles indicate the estimates obtained by the EM algorithm; smoothed lines are added for each method. CI = confidence interval; MI = multiple imputation; EM = expectation–maximization.

**Application to the MOVE-IT Trial**

We compare the EM and MI approaches to imputation in the analysis of the 2019 MOVE-IT trial (Bayley et al., 2015; Ismail et al., 2019, 2020). The MOVE-IT trial investigated the effects of motivational interviewing and motivational group therapy in
reducing weight and increasing physical activity for patients who are at high risk of cardiovascular disease (QRISK2 of 20% or higher; National Institute for Health and Care Excellence, 2015). The trial randomized patients between three arms: individual motivational interviewing (Arm 1), motivational group therapy (Arm 2), or usual care (Arm 3). Motivational interviewing and motivational group therapy consisted of 10 sessions over the course of a year. The participants recorded their daily physical activity with an ActiGraph GT3X accelerometer (ActiGraph) for a period of seven consecutive days on three occasions: baseline, Year 1, and Year 2. The trial provided insufficient evidence to recommend either intervention for reducing weight or increasing physical activity.

The outcome of interest is the average step count across a 7-day period (Ismail et al., 2019). Our analysis model is a mixed model where we have the average step daily count as the outcome. The covariates are year (Year 1 or Year 2), arm, arm–year interaction, baseline average step count, the interaction between baseline average step count and year, gender, and age, and we have an unstructured covariance matrix. We wish to estimate the difference in average step count between the individual therapy and usual care, and the difference in average step count between the
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**Figure 3** — Plots displaying the proportion of CIs containing the true effect (top), the proportion of CIs that lie below the true effect (middle), and the proportion of CIs that lie above the true effect (bottom) as the proportion of missing data increases. The blue triangles indicate proportions obtained by MI and the red circles indicate the proportions obtained by the EM algorithm; smoothed lines are added for each method. The expected proportion is displayed with a dashed line (0.95 for the top panel and 0.025 for the middle and bottom panels). CI = confidence interval; MI = multiple imputation; EM = expectation–maximization.
group therapy and usual care, at Year 1 and Year 2. Full details of the analysis and imputation models are provided in the Appendix.

We wish to impute missing days where participants provide at least one observed day during the trial; this means that there is some information from the participant from which information on the missing days can be recovered. Out of 1,742 patients who were randomized to a treatment, 25 did not provide any data on any of the three measurement periods, so they will be excluded from this analysis. Some participants wore the device for longer than 7 days in a measurement period. Data from Days 1 to 7 are used for the analysis, unless participants provided insufficient data on the first day, in which case data from Days 2 to 8 are used instead. If participants wore the device for less than 540 minutes in a day, this observation is considered missing (Ismail et al., 2020). Table 1 shows the percentage of the 1,717 participants who have missing data on each day at each year.

We impute the daily step count under the assumption that each of the 21 step counts (for the 7 days at baseline, Year 1, and Year 2) are jointly normally distributed, and dependent on gender, age, and treatment arm, and further assuming that the data are MAR. We impute the missing values separately within each arm with the EM algorithm and also using MI ($M = 30$ imputations). Both methods are implemented using the R package norm.

Figure 4 displays the 95% CIs for the difference in average step count for each intervention compared with usual care for Year 1 and Year 2. While the point estimates for the differences between individual therapy and usual care are larger than that between group therapy and usual care within each year, and the point estimates for Year 1 are larger than those for Year 2, neither intervention is effective at the 5% significance level. Importantly, the CIs provided by the EM algorithm are smaller than those obtained by MI, consistent with the results of the simulation study. Detailed results are provided in the Appendix, which illustrate that the SEs of all effects are lower when using the EM algorithm compared with MI. These differences between the two methods are nontrivial; in our study, we found that the length of the 95% CIs for the differences in average step count are between 11.7% and 13.7% lower when the EM algorithm is used instead of MI. Such differences could potentially lead to different conclusions in other studies.

**Discussion**

While the theoretical advantages of using MI over single imputation are well known, how this plays out in practice is less clear, especially when the relatively sophisticated EM algorithm is used for single imputation. Therefore, despite the fact that guidance on

| Table 1 Percentage of the Participants Who Have Missing Step Counts (Defined as Less Than 540 min of Wear Time per Day) on Each Day at Each Year |
|---------------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
|                                | Day 1         | Day 2         | Day 3         | Day 4         | Day 5         | Day 6         | Day 7         |
| Baseline                       | 18.6          | 25.4          | 29.2          | 31.4          | 29.9          | 33.4          | 28.4          |
| Year 1                         | 36.6          | 28.3          | 40.2          | 39.4          | 42.3          | 46.7          | 44.0          |
| Year 2                         | 35.0          | 37.5          | 40.0          | 38.2          | 40.5          | 43.7          | 42.3          |

**Figure 4** — Forest plot showing 95% confidence intervals for the difference in average step count per week for individual therapy versus usual care and group therapy versus usual care for Years 1 and 2. Missing values have been imputed using the EM algorithm (shown in red, at the top of each panel) and with MI (shown in blue, at the bottom of each panel). CI = confidence interval; MI = multiple imputation; EM = expectation–maximization.
handling missing data for clinical trials (e.g., by Dziura et al., 2013, and Jakobsen et al., 2017) caution against the use of single imputation, it is important to critically compare the two methods in a practically relevant context derived from a real clinical trial with accelerometer outcomes.

In this paper, we therefore evaluated two approaches to handling missing data in accelerometer outcomes; single imputation of missing values using the EM algorithm (advocated by Catellier et al., 2005), and MI (Carpenter & Kenward, 2013; Rubin, 1976). Specifically, we compared the two approaches in a simulation study of a simple trial setting where the outcome is a daily step count and the data are MCAR. The results showed that the EM algorithm leads to a practically important underestimation of the variance of the treatment effect, and also reduced coverage probability; the extent of these two issues increases with increased proportion of missingness in the data.

We also compared the two approaches in the analysis of the MOVE-IT trial. In this more complex setting, the outcome is the term follow-up of participants from two randomised controlled trials (Project: 10/62/03). The views expressed are those of the author(s) and not necessarily those of the NHS, the National Institute for Health Research or the Department of Health. The MOVE-IT trial was reviewed and approved by the Dulwich Ethics Committee (reference: 12/LO/0917). Written informed consent was gained from all participants prior to undergoing screening in order to validate their eligibility to participate.
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Appendix

Details of the EM Algorithm and MI

We describe the technical details of the EM algorithm and MI approach to handling missing data in the accelerometer setting. Suppose that there are \( n \) participants in a trial, and participants provide data on \( p \) variables. Some of these variables are step counts which may have missing values. The \( n \times p \) matrix \( Y \) denotes the matrix of data on all participants, which can be partitioned into an observed component \( Y^{\text{obs}} \), and a missing component \( Y^{\text{mis}} \). We assume that the missing accelerometer data are MAR, meaning that the missingness depends only on the observed step counts and/or the covariates. Given the observed step counts and covariates, the missing values do not depend on the unobserved pattern of step counts. We can then model the joint model for the data \( Y \) as a multivariate distribution, \( Y \sim \text{MVN}(\theta, \Sigma) \), where \( \theta \) is the vector of means for the \( j \) variables, and \( \Sigma \) is the variance–covariance matrix (Schafer, 1997, Ch. 2).

The EM algorithm is an iterative procedure for finding the maximum likelihood of \( \theta \) in the presence of missing data. The maximum likelihood estimate is then used to replace each missing value with a single plausible value. More specifically, given an initial guess for \( \theta \), the EM algorithm iterates between an expectation step and a maximization step (Dempster et al., 1977; Little & Rubin, 1987; Schafer, 1997, Ch. 3). In the expectation step, the expectation of the log-likelihood function for \( \theta \) with respect to the conditional distribution of \( Y^{\text{mis}} \) given \( Y^{\text{obs}} \) and the current value of \( \theta \) is obtained.

In the maximization step, the parameter values that maximize this expectation are computed. These two steps are iterated until a convergence criterion is met; typically, this criterion is when successive estimates of \( \theta \) vary by less than 0.0001. The resulting maximum likelihood estimate is used to draw plausible values for the missing data. Importantly, each missing value is imputed a single time. The imputed data set is then analyzed as if it were the observed data; the uncertainty due to the missing values is disregarded.

Multiple imputation creates \( M \) completed data sets, called imputed data sets, by replacing missing values by plausible values. Each imputed data set is analyzed separately and then combined in a pooling step to take into account the uncertainty of the imputed values. We describe the joint modeling approach here, though the alternative method of full conditional specification, also known as imputation using chained equations, can be taken (Carpenter & Kenward, 2012, p. 85). Given an initial guess for the parameter values \( \theta \), the algorithm iterates between two steps; in the first step, missing values are imputed by draws from the predictive distribution of \( Y^{\text{mis}} \) conditional on \( Y^{\text{obs}} \) and the current value of \( \theta \). In the second step, \( \theta \) is updated by drawing from the distribution of \( \theta \) given the observed data and current imputed values for \( Y^{\text{mis}} \). Repeating these two steps leads to a stochastic sequence of values for \( \theta \) and \( Y^{\text{mis}} \). After a sufficiently large number of iterations, the stochastic sequence reaches a stationary distribution. Imputations of \( Y^{\text{mis}} \) are drawn from the stationary distribution \( M \) times to obtain \( M \) sets of complete data. The analysis model is fitted to each of the \( M \) imputed data sets, and the results are combined using Rubin’s rules (Rubin, 1976).

Details of Imputation in Simulation Study

The EM algorithm is implemented using the R package norm (Novo and Schafer, 2013). Default starting values are used, which set the mean on the transformed scale to be a vector of zeros, and the covariance matrix on the transformed scale to be the identity matrix. The convergence criterion is such that the algorithm stops when the maximum relative differences in the estimated means, variances, and covariances between two iterations differ by no more than 0.0001.

The MI is conducted via joint modeling using the R packages JOMO (Quartagno & Carpenter, 2020) and mitml (Grund et al., 2019). The number of burn-in iterations is set to 1,000, the number of iterations between successive imputations is set to 1,000, and we use 30 imputations.

Details of MOVE-IT Analysis Model

Suppose that \( y_{i,j,k} \) is the step count for patient \( i \) at year \( j \) on day \( k \), where \( i \in \{1, \ldots, n\} \) and \( j \in \{0,1,2\} \) to represent baseline, Year 1, and Year 2, respectively, and \( k \in \{1,2,\ldots,7\} \). We define \( \bar{y}_{i,j} \) as the average step count across seven consecutive days for patient \( i \) at year \( j \):

\[
\bar{y}_{i,j} = \frac{1}{7} \sum_{k=1}^{7} y_{i,j,k}
\]

and we denote by arm, the arm that participant \( i \) was assigned to, which takes values 1, 2, or 3, corresponding to individual therapy, group therapy, and usual care, respectively. We regress the average step count at Year 1 and Year 2 on a baseline–year interaction; a treatment–year interaction; and fixed effects for sex and age, and so can be written, for \( j \in \{1,2\} \):

\[
\begin{align*}
\bar{y}_{i,j} &= \beta_0 + \beta_{1,j} \text{year}_{2i,j} + \beta_2 I(\text{arm}_i = 1) + \beta_3 I(\text{arm}_i = 2) \\
&+ \beta_4 \text{year}_{2i,j} \times I(\text{arm}_i = 1) + \beta_5 \text{year}_{2i,j} \times I(\text{arm}_i = 2) \\
&+ \beta_6 \bar{y}_{i,0} + \beta_7 \text{year}_{2i,j} \times \bar{y}_{i,0} + \beta_8 \text{female}_i + \beta_9 \text{age}_i + e_{i,j},
\end{align*}
\]

where covariates in the model include:

• year2, the dummy variable for whether the observation is from Year 2.
• female, the dummy variable for whether the participant is female.
• age, the age of the participant at baseline in years (centered).

To take account of the effect of the intervention on the variance, the primary analysis also specifies an unstructured correlation matrix for the residuals by arm:

\[
(\varepsilon_{i,1}, \varepsilon_{i,2}) \sim N(0, \Sigma_{\text{arm}}),
\]

where the variance–covariance matrix is given by

\[
\Sigma_{\text{arm}} = \begin{bmatrix}
\sigma_{1,1,\text{arm}}^2 & \sigma_{1,2,\text{arm}} \\
\sigma_{2,1,\text{arm}} & \sigma_{2,2,\text{arm}}^2
\end{bmatrix},
\]

where \( \sigma_{1,1,\text{arm}} \) denotes the variance of residuals for year \( j \) for patients assigned to arm, and \( \sigma_{1,2,\text{arm}} = \sigma_{2,1,\text{arm}} \) denotes the covariance between residuals at Year 1 and Year 2 for patients assigned to arm.

Details of Imputation Model

We assume that the step counts for each day for each year are jointly normally distributed, and dependent on gender, age, and arm:

\[\text{(Ahead of Print)}\]
\[ y_{i,0,1} = \alpha_{01} + \gamma_{01}\text{female}_i + \delta_{01}\text{age}_i + \kappa_{01}\text{arm}_i + e_{01,i}, \]

\[ y_{i,0,7} = \alpha_{07} + \gamma_{07}\text{female}_i + \delta_{07}\text{age}_i + \kappa_{07}\text{arm}_i + e_{07,i}, \]

\[ y_{i,1,1} = \alpha_{11} + \gamma_{11}\text{female}_i + \delta_{11}\text{age}_i + \kappa_{11}\text{arm}_i + e_{11,i}, \]

\[ y_{i,1,7} = \alpha_{17} + \gamma_{17}\text{female}_i + \delta_{17}\text{age}_i + \kappa_{17}\text{arm}_i + e_{17,i}, \]

\[ y_{i,2,1} = \alpha_{21} + \gamma_{21}\text{female}_i + \delta_{21}\text{age}_i + \kappa_{21}\text{arm}_i + e_{21,i}, \]

\[ y_{i,2,7} = \alpha_{27} + \gamma_{27}\text{female}_i + \delta_{27}\text{age}_i + \kappa_{27}\text{arm}_i + e_{27,i}, \]

where, \((e_{01,i}, \ldots, e_{07,i}, e_{11,i}, \ldots, e_{17,i}, e_{21,i}, \ldots, e_{27,i}) \sim N(0, \Sigma)\).

**Detailed Results of MOVE-IT Analysis**

Table A1 provides point estimates and standard errors for the coefficients in the primary analysis model (Equation 1) using MI versus using the EM algorithm. We observe that the standard errors are lower when the EM algorithm is used, for all effects. Table A2 provides estimates of the variances of the residuals under both approaches; these estimates are similar under the two approaches, as expected.

**Table A1** Fixed Effect Estimates, SEs, and \(p\) Values of the Analysis of the MOVE-IT Trial Where Missing Values Have Been Imputed Using MI and by the EM Algorithm

<table>
<thead>
<tr>
<th></th>
<th>MI</th>
<th>EM algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>SE</td>
</tr>
<tr>
<td>arm1</td>
<td>177.8</td>
<td>135.0</td>
</tr>
<tr>
<td>arm2</td>
<td>82.69</td>
<td>128.9</td>
</tr>
<tr>
<td>year2</td>
<td>−11.93</td>
<td>160.4</td>
</tr>
<tr>
<td>arm1 year2</td>
<td>−94.13</td>
<td>134.8</td>
</tr>
<tr>
<td>arm2 year2</td>
<td>−146.1</td>
<td>122.0</td>
</tr>
<tr>
<td>(\bar{y}_{i,0,0})</td>
<td>0.788</td>
<td>0.0191</td>
</tr>
<tr>
<td>year2 (\bar{y}_{i,0,0})</td>
<td>−0.0434</td>
<td>0.0199</td>
</tr>
<tr>
<td>female</td>
<td>−429.4</td>
<td>131.0</td>
</tr>
<tr>
<td>age</td>
<td>−30.33</td>
<td>12.15</td>
</tr>
<tr>
<td>intercept</td>
<td>1,447.0</td>
<td>163.3</td>
</tr>
</tbody>
</table>